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Abstract—Designing VLSI circuits for high temperature
applications requires the use of specialized ASIC technologies
suited for operation above 250◦C. The technologies available
today expose computation performance as well as the integra-
tion density far beyond state-of-the-art VLSI technologies. Es-
pecially at high temperatures, the switching speed of integrated
circuits becomes very slow. Thus, the design space for imple-
mentation of digital architectures for signal processing at high
temperature is restricted. This paper presents, new in context of
high temperature ASIC design, and evaluates different adder
architectures used in approximate computing and stochastic
arithmetic. The goal is to analyze the error characteristics
of these adders under out-of-specification operation like high
temperature and frequency overscaling. Using these results, the
best adder architecture for out-of-specification operation for
a given application can be identified. The presented work de-
scribes the first step of a two-fold evaluation process, recording
results from gate level simulation as well as introducing the chip
design for real world experiments approved for fabrication.
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I. INTRODUCTION

Stochastic computing [1], [2] has recently emerged as a
promising approach for designing energy-efficient embedded
hardware systems, taking the ability of many applications
to tolerate a loss of quality or full precision in the com-
puted results into account. Rather than hiding hardware
implementation constraints under expensive guard-bands,
designers can relax the traditional correctness constraints
and deliberately expose hardware variability, obtaining sig-
nificant processing performance improvements and energy
benefits. Typical hardware constraints are those related to
the maximum operation frequency (i.e., timing constraints)
and power supply (i.e., operation voltage).

Designing imprecise hardware systems to minimize the
impact of the functional degradation is one of the main goals
of stochastic computing. Understanding all these design
trade-offs concerning the resulting imprecise computation
is mandatory and domain specific. Therefore, stochastic
computation advocates an explicit characterization and ex-
ploitation of error statistics.

Approaches for stochastic arithmetic as well as approxi-
mate computing in VLSI circuits for high temperature have

not been published yet. Thus, no characterization of perfor-
mance or principle functionality for specialized arithmetic
architectures exists. In this paper, the stochastic computing
approach is studied on a 250 ◦C high temperature SOI tech-
nology [3], where the path delay of the implemented circuits
increases significantly with rising temperatures. For that,
a complete chip design for a high temperature technology
is evaluated at gate level first. This chip design includes
different types of 16-bit adder implementations, which are
analyzed in terms of error rate for two different tempera-
ture corners and frequency overscaling by performing gate-
level simulations after layout implementation. Moreover,
two different types of approximate adders [4], which were
originally conceived as deterministic designs that produce
imprecise results, are also included. The goal of this work
is to analyze the error characteristics of these adders over
a range of temperature and by means of frequency over-
scaling. For a precise analysis, the presented chip design is
approved for fabrication. Therefore, the results presented in
this paper will be enhanced with results from comprehensive
experiments after fabrication.

This paper is organized as follows: Section II explains all
adder architectures that have been selected for evaluation and
ASIC implementation. Section III gives some background
information on high temperature VLSI technologies and
describes the overall design concept. Section IV evaluates
the results of the designed stochastic ASIC at gate level.
Finally, this paper is concluded in Section V.

II. APPROXIMATE ADDER BACKGROUNDS

A. Precise Adders (PA)

In the following, three well-known precise adder (PA) ar-
chitectures [5] are described, which were used as a reference
to the approximate adder implementations concerning delay,
silicon area and error characteristics due to frequency and
temperature overscaling. All adders throughout this paper are
considered to have a length of 16-bit, which is an appropriate
trade-off between sufficient precision and silicon area within
the targeted application of high temperature electronics.

From all available adder architectures, the ripple-carry-
adder (RCA) is the most straight-forward one. It is built up
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Figure 1. (a) 16-bit ripple-carry-adder (RCA), (b) 16-bit almost correct
adder (ACA) with maximal carry propagation length of 4 [6].
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Figure 2. (a) 16-bit carry-select adder (CSA), (b) 16-bit carry-lookahead-
adder (CLA) [5].

by connecting several full adder cells (1-bit basic adders for
sum and carry) to a long chain (see Fig. 1a), which makes
its critical path delay a linear function of its bit length.

In order to reduce the critical path, a carry-select-adder
(CSA) architecture can be chosen as depicted in Fig. 2a.
This approach divides the RCA into smaller sub-adders and
calculates the sum for both possible carry-in signals. A
multiplexer tree then selects the correct sub-sums resulting
in a shorter critical path than the RCA but requiring more
silicon area.

A third alternative standard adder is the carry-lookahead-
adder (CLA). By calculating carry-generate and propagate
signals and a tree-structure combining them, the critical
path becomes a logarithmic function of the bit length (see
Fig. 2b).

B. Almost-Correct Adders (ACA)

In contrast to the precise adders described above, approx-
imate adder architectures trade speed against accuracy to
overcome the theoretical limitations of these precise adder
designs, producing acceptable results for many applications.
One approach of this kind is the concept of almost-correct
adders (ACA) presented by the authors of [6]. By limiting
the maximal carry propagation length, these adders still
provide correct results for most input operand combinations,
whereas their inaccuracy is limited to a small remaining
probability.

The longest propagation of the carry within an addition,
can be modeled by a coin toss experiment as described
in [7] using a recursive function. For 16-bit additions, the
total number of input operand combinations where the carry
propagation length CP is less than or equal to different
threshold values CPth is presented in Table I. From this,

Table I
CARRY-PROPAGATION THRESHOLD AND ACA ACCURACY FOR 16-BIT

ADDITIONS.

Carry-propagation Number of input ACA
threshold CPth combinations with CP ≤ CPth accuracy
4 52656 80.35%
6 62725 95.71%
8 64960 99.12%
10 65424 99.83%
12 65516 99.97%

an average ACA accuracy can be calculated. By using
adders with limited carry-propagation lengths, the critical
path delay can be decreased at rather small drop of average
accuracy. Due to this relationship, the ACA errors belong to
the class of infrequent large magnitude (ILM) errors [8].

A possible implementation of an ACA with a maximum
carry propagation length of 4 bit is shown in Fig. 1b. For
4-bit carry propagation, 6-bit PAs, e.g., using RCAs, are
required. This adder architecture is referred to as ACA-
RCA4 in the following. To mitigate the high degree of
redundant computations within this implementation, a tree-
like area saving method described in [6] was used. One
further modification of this adder examined in this paper can
be achieved by replacing the least significant RCA by bit-
wise OR composition between the two operands described
as ACA-OR4.

Error detection and correction mechanisms to compen-
sate the ACA drop of accuracy are described in literature
(e.g., [6]), but those are out of the scope of this paper, since
the focus lies in the investigation of pure adder circuits
and the inferred computation errors due to frequency and
temperature overscaling.

C. Error-Tolerant Adders (ETA)

Another type of approximate adder is the so-called error-
tolerant adder (ETA) presented by the authors of [9].
The ETA divides the input operands into two parts using
a parameter m. Those parts are the accurate part for the
MSBs of the operands and the inaccurate part for the LSBs
(see Fig. 3).

The accurate part can be implemented using either an
RCA or other PA architecture. This tries to limit the er-
ror magnitude to an upper bound. The inaccurate part is
implemented as a carry-free adder using just XOR-gates to
compute sum bits. Whenever there is no carry, the sum-
bit is accurate. In addition, a control block generates a
control signal whenever both input bits ai and bi are 1
(carry generate). This control signal is then back-propagated
from left to right setting all sum-bits to 1, which rounds
the result up. Due to that, the ETA usually produces wrong
results, but only with a small error magnitude so its error
belongs to the class of frequent small magnitude (FSM)
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Figure 3. 16-bit error-tolerant-adder (ETA-FIX-m) [9].

errors [8]. The delay of the ETA architecture is determined
by the inaccurate part. In the following, this adder is called
ETA-FIX-m, depending on the size m (in bits) of the accurate
part.

The authors of [10] present a modification of this adder,
which is called ETA-FLEX in the following. This approach
shifts the accuracy border m bits between the accurate and
the inaccurate part dynamically depending on the value of
the input operands. This results in a higher accuracy for
smaller input values, but also has an even longer critical
path than an RCA.

III. STOCHASTIC ASIC

A. 250 ◦C SOI Technology Backgrounds

Integrated electronics for digital signal processing require
ASIC technologies, that are optimized for low leakage
currents at high temperatures. Available VLSI technologies
for temperatures around 250 ◦C are based on Silicon-On-
Insulator technology (SOI) [11]: Integrated circuits, built in
standard bulk-CMOS technologies, start to malfunction at
higher temperatures due to increased leakage current from
reverse biased drain and source diodes towards the substrate
as indicated in Fig. 4a. The insulation layer of buried
oxide in SOI technologies as shown in Fig. 4b prevents
leakage currents significantly. This allows operation of SOI
transistors beyond 300 ◦C as evaluated for instance in [12].

However, the drawback of these high temperature tech-
nologies is the low switching speed of digital circuits as
well as low density of gates per square unit. For comparison,
Fig. 5 gives a comparison of available high temperature
technologies to a moderate bulk-CMOS 130 nm technology.
As can be seen from synthesis results, high temperature
circuits are bigger and also slower by nearly a factor of
100, respectively. Nevertheless, there exists the aspiration
for high temperature electronic technology to be shrunk to
more convenient feature sizes [13], [14].

B. ASIC Architecture

In order to examine different adder architectures, as in-
troduced in Section II, this paper proposes the VLSI design,
that is presented on Register-Transfer-Level (RTL) in Fig. 6
and has been taped out for manufacturing according to the
layout shown in Fig. 7. The core of the design is an array
of 16 different 16-bit adders. Due to pin count limitations,
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the output of each adder is multiplexed to 17 output pins of
the ASIC. For stimulation of the adder core, two different
approaches have been implemented:

• External Mode. In this mode, seven 8-bit registers form
a shift register. External 8-bit data are captured in the
first register, while the data from the previous cycle
are passed to the subsequent register. The registers in
Fig. 6 with a capital letter D are the effective data
register. They are lead on the adder inputs as indicated
by the virtual registers for the operands A and B.
The transition registers marked with a capital letter
T are required for setting up a defined transition in
the next clock cycle for each operand bit. This way,
bit errors depending on previous operand state can
be observed and distinct transitions can be controlled.
In that mode the ASIC can process one evaluation
step every eight clock cycles (seven cycles setup, one
addition) if transition conditions are to be considered.

• LFSR Mode. In the linear feedback shift register mode,
the input registers marked with the capital letter L
in Fig. 6, each 8-bit wide, are interconnected. This
interconnection implements the required feedback ac-
cording to a Galois LFSR architecture. The data input
is disabled. With each clock cycle the resulting 32-bit
LFSR steps one bit position forward while creating a



new pseudo-random value for both adder operands. In
this mode, the adders can evaluate one pseudo-random
vector per clock cycle.

In order to measure performance degradation of each adder,
exposure to high temperature is considered in the test setup
after fabrication as well as reduction of supply voltage and
increased system clock frequency of the ASIC. Because all
of these effects have an impact, especially on the signal
propagation time inside the VLSI circuit, additional care was
taken during design to implement the input capture circuitry
and the output multiplexer stage with a wide safety margin
regarding slack time in the regions of the ASIC, that are not
part of the adder core.

IV. EVALUATION

As mentioned before, the presented chip design is not
fabricated yet. Thus, the chip design has been evaluated by
performing a gate level simulation. The netlist originates
from the backend flow in Cadence Encounter and contains
gate delays as well as wiring delays in SDF format. By using
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Figure 6. RTL diagram of implemented high temperature stochastic ASIC.

Figure 7. Plot of ASIC layout submitted for manufacturing. The die size
is 3.37mm × 3.35mm.

Modelsim from MentorGraphics, each adder was stimulated
with 50,000 random samples and additional samples at word
length boundary. The results were compared to the correct
sum as reference by an automatic evaluation script outside
Modelsim.

In Fig. 8, error occurrences are plotted for each adder. The
K-factor corresponds to the frequency overscaling. This is
normalized to the propagation delay Tcritical of the critical
path for the complete chip design:

K =
Tcritical
Toverscale

=
foverscale
fmax

For quantization of the absolute computation error of sum,
the following measure is introduced:

ε = ldb|sum− reference|c

Thus, ε indicates, how big the inaccuracy of computation
is in relation to a given over-scale factor. In order to get the
characteristic error distribution for each adder design, an ε-
histogram is computed for each K-factor and temperature as
shown in Fig. 8.

The following results can be extracted from Fig. 8 and
10:

• The first error occurrences in the RCA design corre-
spond to high magnitude errors as expected. In contrast,
the CLA design breaks at later K-factor with a broad
range in error magnitude. The benefit of increased
maximum operation frequency and error distribution is
traded-off with significantly increased cell area require-
ment.

• The ACA adders present small numbers of er-
ror occurrences but with a higher magnitude. The
error occurrences for a K-factor smaller than 2
are 0.022%, 0.078%, 0.474%, 2.132% and 10.028%
for ACA RCA 12, ACA RCA 10, ACA RCA 8,
ACA RCA 6, and ACA RCA 4, respectively. These
kinds of approximate adders present an even higher area
requirement than the CLA adder. A variation with a
logic OR-network replacing the RCA is also evaluated
as suggestion for silicon area reduction. This reduction
in area is traded-off with an increased occurrence of
small magnitude errors.

• The ETA adders present a high number of small mag-
nitude errors. This kind of approximate adders are even
smaller than an RCA design. Only the ETA FLEX
adder is bigger due to its previously discussed flexible
adaption to smaller input values.

The effect of decreasing the temperature to 175 ◦C is
presented in Fig. 9. As it can be seen from the exemplary
selected adders, the error distribution remains nearly the
same but shifts to a higher K-factor. This effect can be
explained by observing, that the path delays decrease almost
linearly with the temperature. For that, in Fig. 11a and 11b
the shape distribution of each path delay per adder remains
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Figure 8. Characteristic of error occurrences vs. magnitude of absolute error and frequency overscaling for each implemented adder at 250 ◦C.
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Figure 9. Characteristic of error occurrences vs. magnitude of absolute error and frequency overscaling for each implemented adder at 175 ◦C.

nearly unchanged, but the time scales significantly by a
factor of 1.7 towards the higher temperature.

V. CONCLUSIONS

Different adder architectures for stochastic computing
have been evaluated for their characteristics in high temper-
ature VLSI implementation. The results were obtained from
gate level simulation of a chip design. It has been shown, that

depending on the targeted application, especially the ACA
adder is well suited for applications, where infrequent high
magnitude errors are acceptable. Contrary, the ETA presents
a smaller area requirement while offering frequent but small
magnitude errors. The path delay increases significantly at
high temperature, for the presented change from 175 ◦C to
250 ◦C this delay rises by a factor of 1.7. The presented
results can be used to develop high temperature applications,



which can be operated beyond the specified maximum tem-
perature range with reduced but not broken adder arithmetic.
The selection of the best suited adder architecture depends
on the application.

Further verification of the presented simulation results will
be carried out by experiments with this ASIC after fabri-
cation. Moreover, the results obtained by this experiments
can be further used for analyzing complex systems, which
include adders in the critical path, like CORDIC processors,
for high temperature applications.
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Figure 10. Cell area for each evaluated adder after synthesis.
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Figure 11. Path delays at 175 ◦C and 250 ◦C.
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